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ABSTRACT
Setting a question paper for test, quiz, and examination is one of the teachers’ tasks.  The factors that 
are usually taken into consideration in carrying out this particular task are the level of difficulty of 
the questions and the level of the students’ ability.  In addition, teachers will also have to consider 
the number of questions that have impact on the examination.  This research describes a model-based 
test theory to study the confidence intervals for the projected number of items of a test, given the 
reliability of the test, the difficulty of the question, and the students’ ability.  Using the simulated data, 
the confidence intervals of the projected number of items were examined.  The probability coverage 
and the length of the confidence interval were also used to evaluate the confidence intervals.  The 
results showed that the data with a normal distribution, the ratio variance components of 4:1:5 and 
reliability equal to 0.80 gave the best confidence interval for the projected number of items.
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INTRODUCTION
One of the teachers’ tasks is to set question papers for tests, quizzes, and examination.  However, 
several factors have to be taken into consideration when preparing the question papers.  Among 
which are:
1. The difficulties of the questions
2. The total number of questions and time needed to answer them
3. Students’ abilities

 The level of the students’ ability is taken into consideration, along with the difficulty level of the 
items as both will affect the reliability of the test.  In addition to this, the number of items in a test 
paper must be appropriate as it is also capable of causing mental fatigue and lost of concentration.  
Hence, the main purpose of this research work was to study the confidence interval of the projected 
number of items (questions), nb.  This study used Generalizability Theory (G-theory) established 
by Cronbach, Rajaratnam & Gleser (1963) to assess the reliability of the test items.  G-theory is 
made up of two parts or studies.  The first part is known as the generalizability study (G study), 
while the second in called the decision study (D study).  In the G study, the magnitudes of the 
factors affecting a particular test were estimated as variance components.  These are the same 
variances from the random effects model of the multifactor analysis of variance (ANOVA).  From 
these variance components the reliability of the test can be calculated.  In contrast, the D study 
uses these variance components to improve the design of the test.  One aspect of this is the number 
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of the projected items, nb, given certain reliability and magnitudes of the variance components of 
the items’ difficulty and students’ ability.  In more specific, the effects of data distribution on the 
confidence interval of nb were also investigated.

MATERIALS AND METHODS
According to Bernnan (2001), the G-theory can be explained using the statistical factorial design.  
It emphasizes on the estimation of variance components.  The model used in this study was the 
random model with two effects crossed design without interaction.

  Yij i j ijn x b f= + + +  (1)

 Where, Yij  is score obtained by the ith student answering the jth question, ix  is the effect ith student, 
jb  is the effect of the jth item and ijf  is the error term.  Since each student was evaluated once, the 

student-question interaction effect was confounded in the error term.  The effects in Equation (1) 
were random, hence their distributions were ~ ,N 0i

2x vx_ i,  ~ ,N 0j
2b vb_ i and ~ ,N 0ij e

2f v_ i.  Based 
on the definition of the model, the variance for the observed score was partitioned into:
    
       Var Yij e

2 2 2v v v= + +x b^ h                (2)

where, 2vx ,  2vb  and  e
2v  are known as variance components.  In this study, these variance components 

were estimated using the expected values for the mean sum of square for the effects, as shown below:

           ( )E MSstudent be
2 2v v= + x                 (3)

  E MSitem ae
2 2v v= + b] g                 (4)

            
  ( )E MSE e

2v=  (5)

Based on Equations (3), (4) and (5), the variance components can be estimated using the following:
                              
  MSEe

2v =t  (6)

    a
MSitem MSE2v =

-
bt   (7)

                                  
   

b
MSstudent MSE2v =

-
xt  (8)

where, a is the number of students and b is the number of the original items.  The generalizability 
coefficient n

2
bt , which is based on nb questions, is given by: 
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From Equation (9), nb is written as:
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 The value of  nb can be obtained if the values of 2vx ,  e
2v  and n

2
bt  are known.  Let this value be 

known as the target, nb.  The target nb can be used to monitor the effectiveness of the confidence 
intervals of nb.  With reference to Burdick and Graybill (1992), the 100 (1-2a) % confidence interval 
for 

e
2

2

v
vx  is given by:

     
b

L
b

U1 1* *

e
2

2

1 1
v
v- -x   (11)

With  *
MSE F

MSstudentL
;( );( )( )a a b1 1 1

=
a - - -^ h

, *
MSE F

MSstudentU
;( );( )( )a a b1 1 1 1

=
a- - - -^ h

Hence, Equation (10) can be rewritten as:
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By 
e
2

2

v
vx  substituting from Equation (12) into Equation (11), the following confidence is obtained.
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From Equation (13), the confidence interval 100(1-2α) % of nb is obtained as shown in Equation (14):
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In this study, the investigation on whether the confidence intervals of nb remained constant at certain 
levels of n

2
bt , 2vx , 2vb  and e

2v was carried out when the distribution of the data was varied.  Since the 
variance components were supposed to be obtained from a testing scenario, the number of students, 
a = 30, and the number of items in their test, b = 6, were fixed in this study.  The rationales for 
these choices include:
1. Normally, the class size in a Malaysian school is 30; and 
2. The usual number of questions in Paper 2 of the Mathematics subject for the Unified 

Examination of Chinese (UEC) schools is 6, and the usual time allocated is two and half hours.

 It is important to note that the UEC paper was chosen over Penilaian Menengah Rendah 
(PMR) or Sijil Pelajaran Malaysia (SPM) for the sake of convenience.  This study can certainly 
be extended to Paper 2 of the Mathematics subject of these examinations which comprises of 20 
and 15 items, respectively.  Data in the form of 30 students by 6 items were simulated.  Two types 
of data distributions were considered.  They were the normal and chi-square distributions.  These 
distributions were selected because they are additive in nature.  Thus, the distribution type in 
preserved throughout Equation 1.  The ratios of  : : e

2 2 2v v vx b  were set at 1:1:8, 2:1:7, 3:1:6 and 4:1:5, 
respectively.  The ratio for the variance component 2vx  was gradually changed from 1 to 4 to reflect 
a shift from the homogeneous to the heterogeneous ability of the students.  The variance component 
representing the item’s difficulty 2vb  was set at the same level, i.e. at 1.  A test is considered reliable 
when its calculated reliability value is greater than or equivalent to 0.80.  In this study, the values 
of  2t = 0.80, 0.85, 0.90, and 0.95 were therefore considered.
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 Due to the unavailability of the real data, a student by item data matrix was simulated with the 
size 30 x 6.  Each question had a maximum score of 10.  The data matrix was generated in such a 
manner that 5n=  and the var .Y 2 25ij =^ h .
 One of the approaches used to monitor confidence intervals is probability coverage.  Efron 
& Tibshirani (1993) illustrated this by constructing many confidence intervals of a parameter and 
determined the probability coverage by counting the number of times the target parameter fell within 
the interval.  Similarly, the same calculation was done for the confidence intervals of nb.  A count 
is consider to be count left if the value of target nb falls to the left or less than the lower bound.  If 
the target nb falls within the interval, it is considered as count in.  If the target nb falls to the right 
or greater than the upper bound, it is taken as count right.  In addition, there are possibilities of 
negative values for the interval.  Therefore, a count impossible was allocated for the intervals with 
negative bounds.  As for a 95% confidence interval, a count of 950 was expected if 1000 data sets 
were generated.  
 Another approach of evaluating the confidence interval of nb is the length of the confidence 
interval, nb. The shorter the length of the confidence interval, the better they become.

RESULTS AND DISCUSSION
Table 1 shows the probability coverage of 95% confidence intervals of nb using generated from the 
normal and chi-square distributions.
 Table 1 shows that the values of reliability coefficient 2t in both the normal and chi-square 
distributions do not have any effect on probability coverage. In conditions where the ratios of 
component variance are kept constant, the numbers of count in, count left and count right are not 
affected by 2t .  On the other hand, the ratios of variance components do affect probability coverage.  
The number of count in would increase when the magnitude of the student variance component was 
increased at the expense of the error variance.  Both distributions gave better results when the ratios 
of variance components were at 3:1:6 and 4:1:5, respectively.  However, only normal data achieved 
95% of the confidence interval at the ratio of 4:1:5, while the chi-square data only achieved about 
87% of the confidence interval.
 Table 2 displays the lengths of the confidence intervals of nb for the data generated from the 
normal and chi-square distributions.  The results showed that the length of the confidence interval 
is affected by both the ratio of variance component and the value of 2t .  Both distributions gave 
shorter expected length of confidence intervals when the magnitude of student variance components 
increased against the error.  When the value of 2t  was heightened, the expected length of the 
confident intervals also increased.  The shortest expected length of confidence intervals was 
generated from the normal distribution.  The shortest length was 10.37, which was evaluated at the 
ratio of 4:1:5 and 2t equivalent to 0.80.  For the chi-square distribution data, the shortest length 
was observed at 18.55 when the ratio was 4:1:5 and 2t equivalent to 0.80.

CONCLUSIONS
Comparatively, the data generated from the normal distribution had higher probability coverage than 
those from the chi square distribution.  This study has shown that when the variance components 
ratio is 4:1:5, the probability coverage for both the distributions reached the maximum values.  
Despite this, nb will give a realistic value only when t = 0.80, i.e. a targeted number of items of 
5.  The length of the confidence interval of nb is the shortest when the variance components ratio is 
4:1:5 and  t = 0.80 for both the distributions with the data from normal distribution being shorter.  
Conclusively, both the approaches in monitoring the confidence interval of nb produced coherent 
results. The appropriate number of items in the existing format of test paper is adequate as it gives 
a high reliability.
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